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			Preface

			The 3D Graphics Rendering Cookbook is your one-stop-shop practical guide to learning modern graphics rendering algorithms and techniques using the C++ programming language and APIs such as OpenGL and Vulkan. Starting with the configuration of your OpenGL and Vulkan development environment, you will immerse yourself in various common graphics development aspects, including shader development and handling geometrical data, among others. Going further, the book delves into building a 3D rendering engine, guiding you step by step through a number of small yet self-contained recipes. After each recipe, you will be able to incrementally add features to your code base while learning how to integrate numerous possible 3D graphics methods and algorithms into one big project. The book dives deep into the discussion of the relevant graphics techniques, such as physically-based rendering, image-based rendering, and CPU/GPU geometry culling, to name a few. You will be introduced to common techniques and solutions when dealing with large datasets for 2D and 3D rendering and will apply optimization techniques to build high-performance and feature-rich graphics applications. By the end of this book, you will be able to create fast and versatile 3D rendering frameworks, and have a solid understanding of best practices in modern graphics API programming.

			This book is about rendering and will be focusing on modern, real-time, GPU-accelerated rendering techniques rather than on just one specific graphics API. Nonetheless, we will use the latest version of OpenGL, a programming interface for creating real-time 3D graphics, with a flavor of the Approaching Zero Driver Overheads philosophy. Some parallels with Vulkan will be drawn to demonstrate the differences between these two APIs and how all the rendering concepts and techniques discussed in the book can be implemented using both programming interfaces.

			Who this book is for

			We expect our readers to have a good grasp of real-time 3D graphics. The opening chapters explain what you need to get started with OpenGL and Vulkan. However, we will not focus for long on the basics and will quickly move forward to cover more sophisticated content instead. If you are familiar with OpenGL 3 or OpenGL ES 2 and want to learn more about modern rendering approaches and migration paths toward present-day rendering APIs, this book is probably a good fit for you.

			Even though graphics programming might seem an easy and fun way to get into software development, it actually requires the mastery of numerous advanced programming concepts. The reader is expected to have a thorough understanding of modern C++ and some math skills, such as basic linear algebra and computational geometry.

			What this book covers

			This book is divided into distinct chapters. Each chapter covers specific aspects of 3D rendering and contributes more material to build a versatile 3D graphics demo by the end of the book, starting from the basics, then exposing more complicated approaches, and finally adding some advanced rendering techniques to the code:

			Chapter 1, Establishing a Build Environment, explains the current state of OpenGL, its place in the computer world, and how it compares to Vulkan. The reader will learn which tools and dependencies are necessary to work with the source code of this book, as well as how to set them up.

			Chapter 2, Using Essential Libraries, contains a set of recipes for the rapid building of minimalistic graphical applications in pure OpenGL and Vulkan from scratch using popular open source libraries, such as GLFW, GLM, STB, ImGui, EasyProfiler, Optick, AssImp, Etc2Comp, TaskFlow, and MeshOptimizer.

			Chapter 3, Getting Started with OpenGL and Vulkan, covers basic aspects of rendering APIs, such as intercepting API calls, working with buffers and textures, converting between different texture formats, implementing programmable vertex pulling, and compiling Vulkan shaders to SPIR-V at runtime.

			Chapter 4, Adding User Interaction and Productivity Tools, focuses primarily on debugging, profiling, and user interaction mechanisms. The reader will learn how to debug and profile graphical applications in different ways, starting with onscreen counters and graphs, then going into open source instrumenting profilers, and finishing with useful helper classes to allow interactive application debugging.

			Chapter 5, Working with Geometry Data, teaches you how to deal with geometry data in a modern 3D rendering pipeline and also how to get comfortable with advanced topics such as geometry Level of Detail (LOD) and tessellation. Besides that, some GL shading language techniques will be discussed to show how various utility functions for geometry rendering can be implemented.

			Chapter 6, Physically Based Rendering Using the glTF2 Shading Model, presents the glTF2 physically-based shading model and the ways to render it using the GL shading language in OpenGL and Vulkan. Different aspects of data preprocessing techniques will be covered, including the precalculation of Bidirectional Reflectance Distribution Function (BRDF) look-up tables and irradiance maps.

			Chapter 7, Graphics Rendering Pipeline, goes into the representation of complex 3D scene data with multiple internal dependencies and cross-references. You will learn how to apply performance-oriented techniques such as data-oriented design to build a high-performance 3D rendering system. This is where the real OpenGL and Vulkan stuff begins to happen.

			Chapter 8, Image-Based Techniques, contains a series of recipes on how to improve graphics rendering realism by using image-based techniques, such as screen space ambient occlusion, high dynamic range rendering with light adaptation, and projective shadow mapping.

			Chapter 9, Working with Scene Graph, extends the series of scene graph-related recipes by showing how to modify scene data and extend it with components showing potential ways of scaling this approach to build a real-world graphics engine. This is followed by a short discussion on how to use a physics engine with a rendering engine.

			Chapter 10, Advanced Rendering Techniques and Optimization, dives deeper into approaches to the construction of GPU-driven rendering pipelines, multithreaded rendering, and other advanced techniques for feature-rich graphics applications. Here, we conclude the book by combining numerous recipes and techniques into a single application.

			To get the most out of this book

			You will need a machine supporting OpenGL 4.6 and Vulkan 1.2 with the latest GPU drivers. All code examples in this book have been tested using Visual Studio 2019 on Windows 10 and GCC 8 on Linux. macOS users will be able to run only the very first demos from this book due to the lack of API support. To run our Bootstrap dependency downloader script, Python 3.x is required. CMake is used to build the source code.

			
				
					[image: ]
				

			

			We advise you to download the source code from the GitHub repository (https://github.com/PacktPublishing/3D-Graphics-Rendering-Cookbook). Doing so will help you avoid any potential errors related to the copying and pasting of code.

			Download the example code files

			You can download the example code files for this book from GitHub at https://github.com/PacktPublishing/3D-Graphics-Rendering-Cookbook. If there's an update to the code, it will be updated in the GitHub repository.

			We also have other code bundles from our rich catalog of books and videos available at https://github.com/PacktPublishing/. Check them out!

			Download the color images

			We also provide a PDF file that has color images of the screenshots/diagrams used in this book. You can download it here: https://static.packt-cdn.com/downloads/9781838986193_ColorImages.pdf.

			Conventions used

			There are a number of text conventions used throughout this book.

			Code in text: Indicates code words in text, database table names, folder names, filenames, file extensions, pathnames, dummy URLs, user input, and Twitter handles. Here is an example: "After setting the project name, this macro uses the GLOB_RECURSE function to collect all source and header files into the SRC_FILES and HEADER_FILES variables."

			A block of code is set as follows:

			macro(SETUP_GROUPS src_files)

			  foreach(FILE ${src_files})

			    get_filename_component(PARENT_DIR "${FILE}" PATH)

			When we wish to draw your attention to a particular part of a code block, the relevant lines or items are set in bold:

			macro(SETUP_APP projname)

			  set(PROJ_NAME ${projname})

			  project(${PROJ_NAME})

			Any command-line input or output is written as follows:

			sudo apt-get update

			Bold: Indicates a new term, an important word, or words that you see on screen. For example, words in menus or dialog boxes appear in the text like this. Here is an example: "Choose Custom Installation and make sure that the pip box is checked."

			Tips or important notes

			Appear like this.

			Sections

			In this book, you will find several headings that appear frequently (Getting ready, How to do it..., How it works..., There's more..., and See also).

			To give clear instructions on how to complete a recipe, use these sections as follows:

			Getting ready

			This section tells you what to expect in the recipe and describes how to set up any software or any preliminary settings required for the recipe.

			How to do it…

			This section contains the steps required to follow the recipe.

			How it works…

			This section usually consists of a detailed explanation of what happened in the previous section.

			There's more…

			This section consists of additional information about the recipe in order to make you more knowledgeable about the recipe.

			See also

			This section provides helpful links to other useful information for the recipe.

			Get in touch

			Feedback from our readers is always welcome.

			General feedback: If you have questions about any aspect of this book, mention the book title in the subject of your message and email us at customercare@packtpub.com.

			Errata: Although we have taken every care to ensure the accuracy of our content, mistakes do happen. If you have found a mistake in this book, we would be grateful if you would report this to us. Please visit www.packtpub.com/support/errata and fill in the form.

			Piracy: If you come across any illegal copies of our works in any form on the Internet, we would be grateful if you would provide us with the location address or website name. Please contact us at copyright@packt.com with a link to the material.

			If you are interested in becoming an author: If there is a topic that you have expertise in and you are interested in either writing or contributing to a book, please visit authors.packtpub.com.

			Share Your Thoughts

			Once you've read 3D Graphics Rendering Cookbook, we'd love to hear your thoughts! Please click here to go straight to the Amazon review page for this book and share your feedback.

			Your review is important to us and the tech community and will help us make sure we're delivering excellent quality content.

		

	


		
			Chapter 1: Establishing a Build Environment

			In this chapter, we will learn how to set up 3D graphics development environment on your computer for Windows and Linux operating systems. We will cover the following recipes:

			
					OpenGL 4.6 with AZDO and Vulkan

					Setting up our development environment on Windows

					Setting up our development environment on Linux

					Installing the Vulkan SDK for Windows and Linux

					Managing dependencies

					Getting the demo data

					Creating utilities for CMake projects

			

			Technical requirements

			You can find the code files present in this chapter on GitHub at https://github.com/PacktPublishing/3D-Graphics-Rendering-Cookbook/tree/master/Chapter1

			OpenGL 4.6 with AZDO and Vulkan

			Approaching Zero Driver Overhead (AZDO) is not a single specific OpenGL feature. It is more of a set of techniques, a software development approach with OpenGL, and a way of structuring data access and API usage to make it faster by batching a lot of draw calls together. It was originally presented by Cass Everitt, Tim Foley, John McDonald, and Graham Sellers. Many things possible with Vulkan are also possible with OpenGL/AZDO. However, Vulkan is very different to OpenGL because it can precompile the pipeline state, while in modern OpenGL, a comparable level of performance can be achieved through a completely different set of methods; for example, bindless textures and buffers, programmable vertex pulling, and combining multiple draw calls into a single one.

			There is a vendor-specific OpenGL extension, NV_command_list, from NVIDIA, which can compile OpenGL commands into a command list for efficient reuse. We will not be covering it here because it is not part of standard OpenGL. For those who are interested, here is the specification to read: https://www.khronos.org/registry/OpenGL/extensions/NV/NV_command_list.txt.

			What is the essence of modern OpenGL?

			First, let's focus on some of the modern OpenGL extensions that have made it into OpenGL Core and form the basis of AZDO, making the porting of OpenGL renderers to Vulkan easier, as well as helping to improve their performance in OpenGL:

			
					OpenGL 4.2:ARB_texture_storage introduces immutable textures whose metadata should be provided up front. For example, the classic glTexImage() function does not have any information on how many MIP levels would be required for a texture. The new glTexStorage/glTextureStorage API is more versatile and allows more driver-side optimizations.


					OpenGL 4.3:ARB_multi_draw_indirect (MDI) is batching "on steroids" and, compared to the classic instancing, can render a number of different geometries at once in a single draw call. This feature plays best when object data, such as geometry and material properties, is stored in large buffers. When combined with persistent mapped buffers, MDI buffers can be filled with commands from different threads. Pointers to the buffers can be passed to threads and do not require any OpenGL context to be available. The buffer content does not have to be regenerated every frame so it can be reused and even changed by the GPU directly. This allows for various GPU-based culling techniques and automatic level-of-detail implemented via compute shaders.


					OpenGL 4.4:ARB_buffer_storage gives better usage hints than glBufferData() and allows applications to pass additional information about the requested allocation to the implementation, which may use this information for further optimizations. Furthermore, this extension introduces the concept of persistent mapped buffers, which allow applications to retain mapped buffer pointers. To implement a buffer update workflow identical to Vulkan, OpenGL app developers should use persistent mapped buffers for all buffers that are expected to be used for read or write access on the CPU. Persistent mapped buffers allow multiple threads to write them without using OpenGL at all. This opens the possibility to do straightforward multi-threaded command buffer generation for MDI buffers.
ARB_enhanced_layouts allows, among other things, the use of compile-time constant expressions in layout qualifiers and specifying explicit byte offsets within a uniform or shader storage block. These features are added on top of the explicit GLSL attribute locations functionality introduced in OpenGL 3.3, which allows us to explicitly specify our binding points. Vulkan uses hardcoded SPIR-V bindings as well and does not allow querying binding information at all.


					OpenGL 4.5:ARB_direct_state_access (DSA) provides a set of API functions to manipulate OpenGL objects, such as textures and buffers, directly rather than by means of the classic bind-to-edit approach. Using DSA allows one to modify an object state without affecting the global OpenGL state shared among all parts of the application. It also makes the API more Vulkan-like, enabling handle-based object access.


					OpenGL 4.6:GL_ARB_indirect_parameters allows us to store some parameters like draw count to MDI drawing commands inside buffers. This approach introduces even more possibilities to create novel GPU-driven rendering pipelines.
GL_ARB_shader_draw_parameters adds new built-in variables to GLSL vertex shader inputs, gl_BaseVertexARB and gl_BaseInstanceARB, which contain the values passed in the baseVertex and baseInstance parameters of the draw call. Besides the two previously mentioned input variables, this extension adds the gl_DrawID variable to store the index of the draw call that is currently being processed by the MDI drawing commands.
ARB_gl_spirv allows a SPIR-V module to be used as a shader stage in OpenGL. This extension is not directly related to the runtime performance or driver overhead per se. However, it allows the usage of the GL shading language compiler to produce binary modules consumable by both OpenGL and Vulkan, which makes porting to Vulkan more straightforward.


			

			Besides the preceding core features of OpenGL, there are a few ARB OpenGL extensions that are considered to be a part of AZDO.

			ARB_bindless_texture reinvents the binding of textures by using 64-bit handles instead of texture objects. Texture handles stored in buffers work fairly similarly to Vulkan's DescriptorSets and provide functionality comparable to VK_EXT_descriptor_indexing.

			A very important thing to remember when switching from OpenGL/AZDO to Vulkan is that it is not necessarily going to give you any significant performance boost. The GPU hardware is the same and all the graphics rendering functionality exposed by Vulkan is almost identical to that found in OpenGL. One of the major Vulkan design goals is to considerably reduce the CPU time spent in the driver, therefore if your application is limited by the GPU rendering performance, it is highly unlikely that Vulkan will give you better performance.

			Furthermore, there is a Vulkan & OpenGL Threaded CAD Scene sample from NVIDIA that compares various rendering code paths using modern OpenGL and Vulkan https://developer.nvidia.com/vulkan-opengl-threaded-cad-scene-sample. The result of this demo is that NV_command_list can deliver better performance than Vulkan on the CPU side, as it benefits from having the API designed directly with the hardware in mind.

			Setting up our development environment on Windows

			In this recipe, we will get started by setting up our development environment on Windows. We will go through the installation of each of the required tools individually and in detail.

			Getting ready

			In order to start working with the examples from this book in the Microsoft Windows environment, you will need some essential tools to be installed in your system.

			The most important one is Microsoft Visual Studio 2019. Additional tools include the Git version control system, the CMake build tool, and the Python programming language. Throughout this book, we use these tools on the command line only, so no GUI add-ons will be required.

			How to do it...

			Let's install each of the required tools individually.

			Microsoft Visual Studio 2019

			Follow these steps to install Microsoft Visual Studio 2019:

			
					Open https://visualstudio.microsoft.com and download the Visual Studio 2019 Community Edition installer.

					Start the installer and follow the onscreen instructions. For the purposes of this book, you need to have a native C++ compiler for the 64-bit Intel platform. Other components of the Visual Studio development environment are not required to run the sample code.

			

			Git

			Follow these steps to install Git:

			
					Download the Git installer from https://git-scm.com/downloads, run it, and follow the on-screen instructions.

					We assume that Git is added to the system PATH variable. Enable the option shown in the following screenshot during installation:[image: Figure 1.1 – Git from the command line and also from third-party software]
Figure 1.1 – Git from the command line and also from third-party software


					Also, select Use Windows' default console window as shown in the next screenshot. This way, you will be able to run the build scripts from the book seamlessly from any directory on your computer:

			

			
				
					[image: Figure 1.2 – Use Windows' default console window]
				

			

			Figure 1.2 – Use Windows' default console window

			Important note

			Git is complex software and a huge topic in itself. We recommend the book Mastering GIT, Jakub Narębski, Packt Publishing, https://www.packtpub.com/application-development/mastering-git, along with the downloadable e-book ProGit, Scott Chacon & Ben Straub, APress at https://git-scm.com/book/en/v2.

			CMake

			To install CMake, please follow these steps:

			
					Download the latest 64-bit CMake installer from https://cmake.org/download/.

					Run it and follow the on-screen instructions. If you already have an earlier version of CMake installed, it is best to uninstall it first.

					Select the Add CMake to system PATH for all users option, as shown here:

			

			
				
					[image: Figure 1.3 – Add CMake to the system PATH for all users]
				

			

			Figure 1.3 – Add CMake to the system PATH for all users

			Python

			To install Python, please follow these steps:

			
					Download the Python 3 installer for 64-bit systems from https://www.python.org/downloads/.

					Run it and follow the onscreen instructions.

					During the installation, you also need to install the pip feature. Choose Custom Installation and make sure that the pip box is checked:[image: Figure 1.4 – Custom Installation options]
Figure 1.4 – Custom Installation options


					Once the installation is complete, make sure to add the folder containing python.exe to the PATH environment variable.

			

			There's more...

			Besides Git, there are other popular version control systems, such as SVN and Mercurial. While developing large software systems, you will inevitably need to download some libraries from a non-Git repository. We recommend getting familiar with Mercurial.

			While working in the command-line environment, it is useful to have some tools from the Unix environment, such as wget, grep, and find. The GnuWin32 project provides precompiled binaries of these tools, which can be downloaded from http://gnuwin32.sourceforge.net.

			Furthermore, in the Windows environment, orthodox file managers make file manipulation a lot easier. We definitely recommend giving the open source Far Manager a try. You can download it from https://farmanager.com/index.php?l=en. It is shown in the following screenshot:

			
				
					[image: Figure 1.5 – The look and feel of Far Manager]
				

			

			Figure 1.5 – The look and feel of Far Manager

			Setting up our development environment on Linux

			Linux is becoming more and more attractive for 3D graphics development, including gaming technology. Let's go through the list of the tools required to start working with this book on Linux.

			Getting ready

			We assume our reader has a desktop computer with a Debian-based GNU/Linux operating system installed. We also assume the reader is familiar with the apt package manager.

			To start developing modern graphics programs on Linux, you need to have up-to-date video card drivers installed that support OpenGL 4.6 and Vulkan 1.2. To build the examples from this book, a C++ compiler with C++20 support is required. We use the GNU Compiler Collection.

			How to do it...

			On a Debian-based system, the installation process is straightforward. However, before installing any of the required packages, we recommend running the following command to ensure your system is up to date:

			sudo apt-get update

			Let's go through the list of essential software and install whatever is missing:

			
					GCC CompilerAssuming you have a properly configured apt package manager, run the following command to install the GCC compiler and related tools:
sudo apt-get install build-essential


					CMakeThe CMake build tool is also available in the standard repositories. To install CMake, run the following command:
sudo apt-get install cmake
CMake 3.15 or above is sufficient for the code examples in this book.


					GitTo install the Git version control system, run the following command:
sudo apt-get install git


					Python 3To install the Python 3 package, run the following command:
sudo apt-get install python3.7
The exact version of Python may vary between distributions. Any version of Python 3 will suffice for the scripts in this book.


			

			Now we are done with the basic packages, and we can install graphics-related software. Let's jump into the next recipe to learn how to deal with the Vulkan SDK.

			Installing the Vulkan SDK for Windows and Linux

			In this recipe, we will learn how to get started with the Vulkan SDK. We will describe the requirements and procedure for installing the LunarG Vulkan SDK for Windows and Linux.

			In principle, it is possible to write Vulkan applications without the Vulkan SDK using only C/C++ header files provided by Khronos. You can get these header files by cloning the Git repository at https://github.com/KhronosGroup/Vulkan-Headers. However, it is advised to install the complete Vulkan SDK in order to use Vulkan Validation Layers and a standalone GLSL compiler.

			Getting ready

			Make sure you have the latest video card drivers for your operating system.

			How to do it...

			To install Vulkan 1.2 on Linux, follow these steps:

			
					Open the https://www.lunarg.com/vulkan-sdk/ page in a browser and download the appropriate Vulkan SDK for Windows or Linux. 

					After the download has finished, run the Windows installer file and follow the onscreen instructions. If you have Ubuntu 20.04 installed, use the following commands provided by LunarG's website:wget -qO - http://packages.lunarg.com/lunarg-signing-key-pub.asc | \
sudo apt-key add -
sudo wget -qO /etc/apt/sources.list.d/lunarg-vulkan-1.2.176-focal.list https://packages.lunarg.com/vulkan/1.2.176/lunarg-vulkan-1.2.176-focal.list
sudo apt-get update
sudo apt-get install vulkan-sdk


					Alternatively, you may need to download the .tar.gz SDK archive and unpack it manually.

			

			There's more...

			We do not explicitly describe the development process on macOS because it seems to be a rather turbulent environment with frequent breaking changes in the development infrastructure. However, some general guidance is given along the way.

			The installation of well-known frameworks mentioned in the following chapters is similar to Linux. Instead of Synaptic (apt), the installation is performed using the Brew or MacPorts package managers.

			The OpenGL support is now deprecated for newer applications in favor of the Metal API, on top of which Vulkan is implemented in the MoltenVK library. The LunarG site https://vulkan.lunarg.com provides the macOS version of the Vulkan SDK, which is the MoltenVK package. Its installation guide can be found at https://vulkan.lunarg.com/doc/sdk/latest/mac/getting_started.html. Make sure you are using CMake version 3.15 or later so that the find_package(Vulkan) macro yields the correct results. Here are the steps required to install the Vulkan SDK on Linux:

			
					Let's download and unpack the Vulkan SDK with the following commands:cd ~/
wget https://sdk.lunarg.com/sdk/download/1.2.176.1/mac/vulkansdk-macos-1.2.176.1.dmg
hdiutil mount vulkansdk-macos-1.2.176.1.dmg


					Then we have to set a few environment variables. To make these settings permanent, add the following lines to $HOME/.bash_profile:export VULKAN_ROOT_LOCATION="$HOME/"
export VULKAN_SDK_VERSION="1.2.176.1"
export VULKAN_SDK="$VULKAN_ROOT_LOCATION/vulkansdk-macos-$VULKAN_SDK_VERSION/macOS"
export VK_ICD_FILENAMES="$VULKAN_SDK/etc/vulkan/icd.d/MoltenVK_icd.json"
export VK_LAYER_PATH="$VULKAN_SDK/etc/vulkan/explicit_layers.d" 
export PATH="$VULKAN_SDK/bin:$PATH"


			

			This way you can install a new version of the SDK and only change the VULKAN_SDK_VERSION value.

			To check that your installation is correct, run Applications/vkcube.app from the SDK. To check whether you can build your Vulkan applications on macOS with CMake, create the following CMakeLists.txt file:

			cmake_minimum_required(VERSION 3.15)

			project("VulkanTest" CXX C)

			find_package(Vulkan)

			if (NOT Vulkan_FOUND)

			message( FATAL_ERROR "Vulkan not found" )

			endif()

			If the output of cmake -G "Unix Makefiles" does not contain Vulkan not found, you are ready to use Vulkan in your macOS applications.

			Important Note

			When developing cross-platform applications, it is good to use similar tools for each platform. Since both macOS and Linux support GCC and Clang compilers, using GCC on Windows ensures that you avoid the most common portability issues. A complete package of C and C++ compilers can be downloaded from http://www.equation.com/servlet/equation.cmd?fa=fortran.

			An alternative way to use GCC on Windows is to install the MSys2 environment from https://www.msys2.org. It features the package management system used in Arch Linux, Pacman.

			Managing dependencies

			This book's examples use multiple open source libraries. To manage these dependencies, we use a free and open source tool called Bootstrap. The tool is similar to Google's repo tool and works both on Windows and Linux, as well as on macOS for that matter.

			In this section, we learn how to use Bootstrap to download libraries using the Vulkan Headers repository as an example.

			Getting ready

			Make sure you have Git and Python installed, as described in the previous recipes. After that, clone the source code bundle repository from GitHub:

			git clone https://github.com/PacktPublishing/3D-Graphics-Rendering-Cookbook

			How to do it...

			Let's look into the source code bundle and run the bootstrap.py script:

			bootstrap.py

			The script will start downloading all the third-party libraries required to compile and run the source code bundle for this book. The tail of the output should look as follows:

			Cloning into 'M:\Projects.CPP\Book_Rendering\Sources\deps\src\assimp'...

			remote: Enumerating objects: 25, done.

			remote: Counting objects: 100% (25/25), done.

			remote: Compressing objects: 100% (24/24), done.

			remote: Total 51414 (delta 2), reused 10 (delta 1), pack-reused 51389

			Receiving objects: 100% (51414/51414), 148.46 MiB | 3.95 MiB/s, done.

			Resolving deltas: 100% (36665/36665), done.

			Checking out files: 100% (2163/2163), done.

			Once the download process is complete, we are ready to build the project.

			How it works...

			Bootstrap takes a JSON file as input, opening bootstrap.json from the current directory by default. It contains metadata of libraries we want to download; for example, their names, where to retrieve them from, a specific version to download, and so on. Besides that, each used library can have some additional instructions on how to build it. They can be patches, unpacking instructions, SHA hashes to check archive integrity, and many others.

			Source code location for each library can be represented by either a URL of a version control system repository or by an archive file with the library source files.

			A typical JSON file entry corresponding to one library looks like in the following snippet. The type field can have one of the following values: archive, git, hg, or svn. The first value corresponds to an archive file, such as .zip, .tar.gz, .tar.bz2, while the last three types describe different version control system repositories. The url field contains a URL of the archive file to be downloaded or a URL of the repository. The revision field can specify a particular revision, tag, or branch to check out:

			[

			{

			    "name": "vulkan",

			    "source": {

			        "type": "git",

			        "url": "https://github.com/KhronosGroup/Vulkan-

			               Headers.git",

			        "revision": "v1.2.178"

			    }

			}

			]

			The complete JSON file is a comma-separated list of such entries. For this recipe, we have got only one library to download. We will add more libraries in the next chapters. The accompanying source code bundle contains a JSON file with all the libraries used in this book.

			There's more...

			There is comprehensive documentation for this tool that describes other command-line options and JSON fields in great detail. It can be downloaded from https://github.com/corporateshark/bootstrapping.

			The Bootstrap tool does not differentiate between source code and binary assets. All the textures, 3D models, and other resources for your application can also be downloaded, organized, and kept up to date automatically.

			Getting the demo data 

			This book makes use of free 3D graphics datasets as much as possible. The comprehensive list of large 3D datasets is maintained by Morgan McGuire, Computer Graphics Archive, July 2017 (https://casual-effects.com/data). We will use some large 3D models from his archive for demonstration purposes in this book. Let's download and patch one of them.

			How to do it

			To download the entire dataset, follow these simple steps:

			
					Open the https://casual-effects.com/data/ page in a browser and find the Amazon Lumberyard Bistro dataset.

					Click on the Download link and allow the browser to download all the data files. The following is a screenshot of Morgan McGuire's site with the download link:

			

			
				
					[image: Figure 1.6 – Amazon Lumberyard Bistro as pictured on casualeffects.com as a 2.4-GB download]
				

			

			Figure 1.6 – Amazon Lumberyard Bistro as pictured on casualeffects.com as a 2.4-GB download

			There's more...

			Some of the material properties in the downloaded dataset should be updated. Use the interior.mtl and exterior.mtl files from the https://github.com/corporateshark/bistro_materials repository to replace the corresponding ones from the downloaded dataset.

			Creating utilities for CMake projects

			In this recipe, we will see how CMake is used to configure all the code examples in this book and learn some small tricks along the way.

			Note

			For those who are just starting with CMake, we recommend reading the books CMake Cookbook (Radovan Bast and Roberto Di Remigio), Packt Publishing and Mastering CMake (Ken Martin and Bill Hoffman), Kitware.

			Getting ready

			For a starter, let's create a minimalistic C++ application with a trivial main() function and build it using CMake:

			int main()

			{

			  return 0;

			}

			How to do it...

			Let's introduce two helper macros for CMake. You can find them in the CMake/CommonMacros.txt file of our source code bundle:

			
					The SETUP_GROUPS macro iterates over a space-delimited list of C and C++ files, whether it is a header or source file, and assigns each file into a separate group. The group name is constructed based on the path of each individual file. This way we end up with a nice folder-like directory structure in the Visual Studio Solution Explorer window, as we can see on the right in the following screenshot:[image: Figure 1.7 – Without groups (left) and with groups (right)]
Figure 1.7 – Without groups (left) and with groups (right)


					The macro starts by iterating over a list of files passed in the src_files parameter:macro(SETUP_GROUPS src_files)
  foreach(FILE ${src_files})
    get_filename_component(PARENT_DIR "${FILE}" PATH)


					We store the parent directory name as a default group name and replace all the backslash characters with forward slashes:    set(GROUP "${PARENT_DIR}")
    string(REPLACE "/" "\\" GROUP "${GROUP}")


					Then, we can tell CMake to assign the current file into a source group with this name:    source_group("${GROUP}" FILES "${FILE}")
  endforeach()
endmacro()


					The second macro, SETUP_APP is used as a shortcut to create a new CMake project with all the standard properties we want it to have. It is very convenient when you have a number of very similar subprojects, like in this book:macro(SETUP_APP projname)
  set(PROJ_NAME ${projname})
  project(${PROJ_NAME})


					After setting the project name, this macro uses the GLOB_RECURSE function to collect all source and header files into the SRC_FILES and HEADER_FILES variables:  file(GLOB_RECURSE SRC_FILES LIST_DIRECTORIES 
    false RELATIVE
    ${CMAKE_CURRENT_SOURCE_DIR} src/*.c??)
  file(GLOB_RECURSE HEADER_FILES LIST_DIRECTORIES 
    false RELATIVE
    ${CMAKE_CURRENT_SOURCE_DIR} src/*.h)


					In all our code samples, we use the src directory containing the source files as an include directory as well:  include_directories(src)


					All enumerated source and header files are added to an executable inside the current project:  add_executable(${PROJ_NAME} ${SRC_FILES} 
                 ${HEADER_FILES})


					We use the previously mentioned SETUP_GROUP macro to place each source and header file into an appropriate group inside the project:  SETUP_GROUPS("${SRC_FILES}")
  SETUP_GROUPS("${HEADER_FILES}")


					The next three properties set different executable filenames for each supported build configuration. These lines are optional, yet they are really useful when using CMake with the Visual Studio IDE. The reason is that Visual Studio can change build configurations (or build types, as they are called in CMake) dynamically directly from the IDE, and each build configuration can have its own output filename. We add prefixes to these filenames so that they can co-exist in a single output folder:  set_target_properties(${PROJ_NAME}
    PROPERTIES OUTPUT_NAME_DEBUG ${PROJ_NAME}_Debug)
  set_target_properties(${PROJ_NAME}
    PROPERTIES OUTPUT_NAME_RELEASE 
${PROJ_NAME}_Release)
  set_target_properties(${PROJ_NAME}
    PROPERTIES OUTPUT_NAME_RELWITHDEBINFO 
${PROJ_NAME}_ReleaseDebInfo)


					Since we use C++20 throughout this book, we require CMake to enable it.  set_property(TARGET ${PROJ_NAME} PROPERTY 
CXX_STANDARD 20)
  set_property(TARGET ${PROJ_NAME} PROPERTY 
CXX_STANDARD_REQUIRED ON)


					To make debugging with Visual Studio easier, we enable console the output by changing the application type to Console. We also set the local debugger working directory to CMAKE_SOURCE_DIR, which will make finding assets a lot more straightforward and consistent:  if(MSVC)
    add_definitions(-D_CONSOLE)
    set_property(TARGET ${PROJ_NAME} PROPERTY
                 VS_DEBUGGER_WORKING_DIRECTORY 
                 "${CMAKE_SOURCE_DIR}")
  endif()
endmacro()


					Finally, the top-level CMakeLists.txt file of our first project will look like this:cmake_minimum_required(VERSION 3.12) 
project(Chapter1)
include(../../CMake/CommonMacros.txt)
SETUP_APP(Ch1_Sample2_CMake "Chapter 01")
You may notice that the project(Chapter1) line is overridden by a call to project() inside the SETUP_APP macro. This is due to the following CMake warning, which will be emitted if we do not declare a new project right from the get-go:
CMake Warning (dev) in CMakeLists.txt:
No project() command is present. The top-level CMakeLists.txt file must contain a literal, direct call to the project() command. Add a line of project(ProjectName) near the top of the file, but after cmake_minimum_required().


					To build and test the executable, create the build subfolder, change the working directory to build, and run CMake as follows:	For Windows and Visual Studio 2019, run the following command to configure our project for the 64-bit target platform architecture:cmake .. -G "Visual Studio 16 2019" -A x64

	For Linux, we can use the Unix Makefiles CMake generator as follows:cmake .. -G "Unix Makefiles"

	To build an executable for the release build type, you can use the following command on any platform:cmake --build . --config Release




			

			All the demo applications from the source code bundle should be run from the folder where the data/ subfolder is located.

			There's more...

			Alternatively, you can use the cross-platform build system Ninja along with CMake. It is possible to do so simply by changing the CMake project generator name:

			cmake .. -G "Ninja"

			Invoke Ninja from the command line to compile the project:

			ninja 

			[2/2] Linking CXX executable Ch1_Sample1.exe

			Notice how quickly everything gets built now, compared to the classic cmake --build command. See https://ninja-build.org for more details.

		

	
		
			Chapter 2: Using Essential Libraries

			There are many production-quality open source C++ libraries and frameworks out there. One of the traits of an experienced graphics developer is their comprehensive knowledge of available open source libraries that are suitable for getting the job done.

			In this chapter, we will learn about essential open source libraries and tools that can bring a great productivity boost for you as a developer of graphical applications.

			In this chapter, we will cover the following recipes:

			
					Using the GLFW library

					Doing math with GLM

					Loading images with STB

					Rendering a basic UI with Dear ImGui

					Integrating EasyProfiler 

					Integrating Optick

					Using the Assimp library

					Getting started with Etc2Comp

					Multithreading with Taskflow

					Introducing MeshOptimizer

			

			Technical requirements

			You can find the code files present in this chapter on GitHub at https://github.com/PacktPublishing/3D-Graphics-Rendering-Cookbook/tree/master/Chapter2

			Using the GLFW library

			The GLFW library hides all the complexity of creating windows, graphics contexts, and surfaces, and getting input events from the operating system. In this recipe, we build a minimalistic application with GLFW and OpenGL to get some basic 3D graphics out onto the screen.

			Getting ready

			We are building our examples with GLFW 3.3.4. Here is a JSON snippet for the Bootstrap script so that you can download the proper library version:

			{

			  "name": "glfw",

			  "source": {

			    "type": "git",

			    "url": "https://github.com/glfw/glfw.git",

			    "revision": "3.3.4"

			  }

			}

			The complete source code for this recipe can be found in the source code bundle under the name of Chapter2/01_GLFW.

			How to do it...

			Let's write a minimal application that creates a window and waits for an exit command from the user. Perform the following steps:

			
					First, we set the GLFW error callback via a simple lambda to catch potential errors:#include <GLFW/glfw3.h>
...
int main() {
  glfwSetErrorCallback(
     []( int error, const char* description ) {
        fprintf( stderr, "Error: %s\n", description );
     });


					Now, we can go forward to try to initialize GLFW:  if ( !glfwInit() )
     exit(EXIT_FAILURE);


					The next step is to tell GLFW which version of OpenGL we want to use. Throughout this book, we will use OpenGL 4.6 Core Profile. You can set it up as follows:  glfwWindowHint(GLFW_CONTEXT_VERSION_MAJOR, 4);
  glfwWindowHint(GLFW_CONTEXT_VERSION_MINOR, 6);
  glfwWindowHint(    GLFW_OPENGL_PROFILE, GLFW_OPENGL_CORE_PROFILE);
  GLFWwindow* window = glfwCreateWindow(    1024, 768, "Simple example", nullptr, nullptr);
  if (!window) {
    glfwTerminate();
    exit( EXIT_FAILURE );
  }


					There is one more thing we need to do before we can focus on the OpenGL initialization and the main loop. Let's set a callback for key events. Again, a simple lambda will do for now:  glfwSetKeyCallback(window,
    [](GLFWwindow* window,       int key, int scancode, int action, int mods) {
      if ( key == GLFW_KEY_ESCAPE && action == 
          GLFW_PRESS )
             glfwSetWindowShouldClose(               window, GLFW_TRUE );
    });


					We should prepare the OpenGL context. Here, we use the GLAD library to import all OpenGL entry points and extensions:  glfwMakeContextCurrent( window );
  gladLoadGL( glfwGetProcAddress );
  glfwSwapInterval( 1 );


			

			Now we are ready to use OpenGL to get some basic graphics out. Let's draw a colored triangle. To do that, we need a vertex shader and a fragment shader, which are both linked to a shader program, and a vertex array object (VAO). Follow these steps:

			
					First, let's create a VAO. For this example, we will use the vertex shader to generate all vertex data, so an empty VAO will be sufficient:  GLuint VAO;
  glCreateVertexArrays( 1, &VAO );
  glBindVertexArray( VAO );


					To generate vertex data for a colored triangle, our vertex shader should look as follows. Those familiar with previous versions of OpenGL 2.x will notice the layout qualifier with the explicit location value for vec3 color. This value should match the corresponding location value in the fragment shader, as shown in the following code:static const char* shaderCodeVertex = R"(
#version 460 core
layout (location=0) out vec3 color;
const vec2 pos[3] = vec2[3](
  vec2(-0.6, -0.4),
  vec2(0.6, -0.4),
  vec2(0.0, 0.6)
);
const vec3 col[3] = vec3[3](
  vec3(1.0, 0.0, 0.0),
  vec3(0.0, 1.0, 0.0),
  vec3(0.0, 0.0, 1.0)
);
void main() {
  gl_Position = vec4(pos[gl_VertexID], 0.0, 1.0);
  color = col[gl_VertexID];
}
)";
Important note
More details on OpenGL Shading Language (GLSL) layouts can be found in the official Khronos documentation at https://www.khronos.org/opengl/wiki/Layout_Qualifier_(GLSL).
We use the GLSL built-in gl_VertexID input variable to index into the pos[] and col[] arrays to generate the vertex positions and colors programmatically. In this case, no user-defined inputs to the vertex shader are required.


					For the purpose of this recipe, the fragment shader is trivial. The location value of 0 of the vec3 color variable should match the corresponding location in the vertex shader:static const char* shaderCodeFragment = R"(
#version 460 core
layout (location=0) in vec3 color;
layout (location=0) out vec4 out_FragColor;
void main() {
  out_FragColor = vec4(color, 1.0);
};
)";


					Both shaders should be compiled and linked to a shader program. Here is how we do it:  const GLuint shaderVertex =    glCreateShader(GL_VERTEX_SHADER);
  glShaderSource(    shaderVertex, 1, &shaderCodeVertex, nullptr);
  glCompileShader(shaderVertex);
  const GLuint shaderFragment =    glCreateShader(GL_FRAGMENT_SHADER);
  glShaderSource(shaderFragment, 1,    &shaderCodeFragment, nullptr);
  glCompileShader(shaderFragment);
  const GLuint program = glCreateProgram();
  glAttachShader(program, shaderVertex);
  glAttachShader(program, shaderFragment);
  glLinkProgram(program);
  glUseProgram(program);
For the sake of brevity, all error checking is omitted in this chapter. We will come back to it in the next Chapter 3, Getting Started with OpenGL and Vulkan.


			

			Now, when all of the preparations are complete, we can jump into the GLFW main loop and examine how our triangle is being rendered.

			Let's explore how a typical GLFW application works. Perform the following steps:

			
					The main loop starts by checking whether the window should be closed:  while ( !glfwWindowShouldClose(window) )  {


					Implement a resizable window by reading the current width and height from GLFW and updating the OpenGL viewport accordingly:     int width, height;
     glfwGetFramebufferSize(
       window, &width, &height);
     glViewport(0, 0, width, height);
Important note
Another approach is to set a GLFW window resize callback via glfwSetWindowSizeCallback(). We will use this later on for more complicated examples.


					Clear the screen and render the triangle. The glDrawArrays() function can be invoked with the empty VAO that we bound earlier:     glClearColor(1.0f, 1.0f, 1.0f, 1.0f);
     glClear(GL_COLOR_BUFFER_BIT);
     glDrawArrays(GL_TRIANGLES, 0, 3);


					The fragment shader output was rendered into the back buffer. Let's swap the front and back buffers to make the triangle visible. To conclude the main loop, do not forget to poll the events with glfwPollEvents():     glfwSwapBuffers(window);
     glfwPollEvents();
  }


					To make things nice and clean at the end, let's delete the OpenGL objects that we created and terminate GLFW:  glDeleteProgram(program);
  glDeleteShader(shaderFragment);
  glDeleteShader(shaderVertex);
  glDeleteVertexArrays(1, &VAO);
  glfwDestroyWindow(window);
  glfwTerminate();
  return 0;
}


			

			Here is a screenshot of our tiny application:

			
				
					[image: Figure 2.1 – Our first triangle is on the screen]
				

			

			Figure 2.1 – Our first triangle is on the screen

			There's more...

			The GLFW setup for macOS is quite similar to the Windows operating system. In the CMakeLists.txt file, you should add the following line to the list of used libraries: -framework OpenGL -framework Cocoa -framework CoreView -framework IOKit.

			Further details about how to use GLFW can be found at https://www.glfw.org/documentation.html.

			Doing math with GLM

			Every 3D graphics application needs some sort of math utility functions, such as basic linear algebra or computational geometry. This book uses the OpenGL Mathematics (GLM) header-only C++ mathematics library for graphics, which is based on the GLSL specification. The official documentation (https://glm.g-truc.net) describes GLM as follows:

			GLM provides classes and functions designed and implemented with the same naming conventions and functionalities as GLSL so that anyone who knows GLSL, can use GLM as well as C++. 

			Getting ready

			Get the latest version of GLM using the Bootstrap script. We use version 0.9.9.8:

			{

			  "name": "glm",

			  "source": {

			    "type": "git",

			    "url": "https://github.com/g-truc/glm.git",

			    "revision": "0.9.9.8"

			  }

			}

			Let's make use of some linear algebra and create a more complicated 3D graphics example. There are no lonely triangles this time. The full source code for this recipe can be found in Chapter2/02_GLM.

			How to do it...

			Let's augment the example from the previous recipe using a simple animation and a 3D cube. The model and projection matrices can be calculated inside the main loop based on the window aspect ratio, as follows:

			
					To rotate the cube, the model matrix is calculated as a rotation around the diagonal (1, 1, 1) axis, and the angle of rotation is based on the current system time returned by glfwGetTime():const float ratio = width / (float)height;
const mat4 m = glm::rotate(  glm::translate(mat4(1.0f), vec3(0.0f, 0.0f, -3.5f)),  (float)glfwGetTime(), vec3(1.0f, 1.0f, 1.0f));
const mat4 p = glm::perspective(  45.0f, ratio, 0.1f, 1000.0f);


					Now we should pass the matrices into shaders. We use a uniform buffer to do that. First, we need to declare a C++ structure to hold our data:struct PerFrameData {
  mat4 mvp;
  int isWireframe;
};
The first field, mvp, will store the premultiplied model-view-projection matrix. The isWireframe field will be used to set the color of the wireframe rendering to make the example more interesting.


					The buffer object to hold the data can be allocated as follows. We use the Direct-State-Access (DSA) functions from OpenGL 4.6 instead of the classic bind-to-edit approach:const GLsizeiptr kBufferSize = sizeof(PerFrameData);
GLuint perFrameDataBuf;
glCreateBuffers(1, &perFrameDataBuf);
glNamedBufferStorage(perFrameDataBuf, kBufferSize,  nullptr, GL_DYNAMIC_STORAGE_BIT);
glBindBufferRange(GL_UNIFORM_BUFFER, 0,  perFrameDataBuf, 0, kBufferSize);
The GL_DYNAMIC_STORAGE_BIT parameter tells the OpenGL implementation that the content of the data store might be updated after creation through calls to glBufferSubData(). The glBindBufferRange() function binds a range within a buffer object to an indexed buffer target. The buffer is bound to the indexed target of 0. This value should be used in the shader code to read data from the buffer.


					In this recipe, we are going to render a 3D cube, so a depth test is required to render the image correctly. Before we jump into the shaders' code and our main loop, we need to enable the depth test and set the polygon offset parameters:glEnable(GL_DEPTH_TEST);
glEnable(GL_POLYGON_OFFSET_LINE);
glPolygonOffset(-1.0f, -1.0f);
Polygon offset is needed to render a wireframe image of the cube on top of the solid image without Z-fighting. The values of -1.0 will move the wireframe rendering slightly toward the camera.


			

			Let's write the GLSL shaders that are needed for this recipe:

			
					The vertex shader for this recipe will generate cube vertices in a procedural way. This is similar to what we did in the previous triangle recipe. Notice how the PerFrameData input structure in the following vertex shader reflects the PerFrameData structure in the C++ code that was written earlier:static const char* shaderCodeVertex = R"(
#version 460 core
layout(std140, binding = 0) uniform PerFrameData {
  uniform mat4 MVP;
  uniform int isWireframe;
};
layout (location=0) out vec3 color;


					The positions and colors of cube vertices should be stored in two arrays. We do not use normal vectors here, which means we can perfectly share 8 vertices among all the 6 adjacent faces of the cube:const vec3 pos[8] = vec3[8](
  vec3(-1.0,-1.0, 1.0), vec3( 1.0,-1.0, 1.0),
  vec3(1.0, 1.0, 1.0), vec3(-1.0, 1.0, 1.0),
   vec3(-1.0,-1.0,-1.0), vec3(1.0,-1.0,-1.0),
  vec3( 1.0, 1.0,-1.0), vec3(-1.0, 1.0,-1.0)
);
const vec3 col[8] = vec3[8](
  vec3(1.0, 0.0, 0.0), vec3(0.0, 1.0, 0.0),
  vec3(0.0, 0.0, 1.0), vec3(1.0, 1.0, 0.0),
   vec3(1.0, 1.0, 0.0), vec3(0.0, 0.0, 1.0),
  vec3(0.0, 1.0, 0.0), vec3(1.0, 0.0, 0.0)
);


					Let's use indices to construct the actual cube faces. Each face consists of two triangles:const int indices[36] = int[36](
  // front   0, 1, 2, 2, 3, 0,
  // right   1, 5, 6, 6, 2, 1,
  // back   7, 6, 5, 5, 4, 7,
  // left   4, 0, 3, 3, 7, 4,
  // bottom   4, 5, 1, 1, 0, 4,
  // top   3, 2, 6, 6, 7, 3
);


					The main() function of the vertex shader looks similar to the following code block. The gl_VertexID input variable is used to retrieve an index from indices[], which is used to get corresponding values for the position and color. If we are rendering a wireframe pass, set the vertex color to black:void main() {
  int idx = indices[gl_VertexID];
  gl_Position = MVP * vec4(pos[idx], 1.0);
  color = isWireframe > 0 ? vec3(0.0) : col[idx];
}
)";


					The fragment shader is trivial and simply applies the interpolated color:static const char* shaderCodeFragment = R"(
#version 460 core
layout (location=0) in vec3 color;
layout (location=0) out vec4 out_FragColor;
void main()
{
  out_FragColor = vec4(color, 1.0);
};
)";


			

			The only thing we are missing now is how we update the uniform buffer and submit actual draw calls. We update the buffer twice per frame, that is, once per each draw call:

			
					First, we render the solid cube with the polygon mode set to GL_FILL:PerFrameData perFrameData = {  .mvp = p * m,  .isWireframe = false };
glNamedBufferSubData(  perFrameDataBuf, 0, kBufferSize, &perFrameData);
glPolygonMode(GL_FRONT_AND_BACK, GL_FILL);
glDrawArrays(GL_TRIANGLES, 0, 36);


					Then, we update the buffer and render the wireframe cube using the GL_LINE polygon mode and the -1.0 polygon offset that we set up earlier with glPolygonOffset():perFrameData.isWireframe = true;
glNamedBufferSubData(  perFrameDataBuf, 0, kBufferSize, &perFrameData);
glPolygonMode(GL_FRONT_AND_BACK, GL_LINE);
glDrawArrays(GL_TRIANGLES, 0, 36);


			

			The resulting image should look similar to the following screenshot:

			
				
					[image: Figure 2.2 – The rotating 3D cube with wireframe contours]
				

			

			Figure 2.2 – The rotating 3D cube with wireframe contours

			There's more...

			As you might have noticed in the preceding code, the glBindBufferRange() function takes an offset into the buffer as one of its input parameters. That means we can make the buffer twice as large and store two different copies of PerFrameData in it. One with isWireframe set to true and another one set to false. Then, we can update the entire buffer with just one call to glNamedBufferSubData(), instead of updating the buffer twice, and use the offset parameter of glBindBufferRange() to feed the correct instance of PerFrameData into the shader. This is the correct and most attractive approach, too.

			The reason we decided not to use it in this recipe is that the OpenGL implementation might impose alignment restrictions on the value of offset. For example, many implementations require offset to be a multiple of 256. Then, the actual required alignment can be queued as follows:

			GLint alignment;

			glGetIntegerv(  GL_UNIFORM_BUFFER_OFFSET_ALIGNMENT, &alignment);

			The alignment requirement would make the simple and straightforward code of this recipe more complicated and difficult to follow without providing any meaningful performance improvements. In more complicated real-world use cases, particularly as the number of different values in the buffer goes up, this approach becomes more useful.

			Loading images with STB

			Almost every graphics application requires texture images to be loaded from files in some image file formats. Let's take a look at the STB image loader and discuss how we can use it to support popular formats, such as .jpeg, .png, and a floating point format .hdr for high dynamic range texture data.

			Getting ready

			The STB project consists of multiple header-only libraries. The entire up-to-date package can be downloaded from https://github.com/nothings/stb:

			{

			  "name": "stb",

			  "source": {

			    "type": "git",

			    "url": "https://github.com/nothings/stb.git",

			    "revision": "c9064e317699d2e495f36ba4f9ac037e88ee371a"

			  }

			}

			The demo source code for this recipe can be found in Chapter2/03_STB.

			How to do it...

			Let's add texture mapping to the previous recipe. Perform the following steps:

			
					The STB library has separate headers for loading and saving images. Both can be included within your project, as follows:#define STB_IMAGE_IMPLEMENTATION
#include <stb/stb_image.h>
#define STB_IMAGE_WRITE_IMPLEMENTATION
#include <stb/stb_image_write.h>


					To load an image as a 3-channel RGB image from any supported graphics file format, use this short code snippet:int w, h, comp;
const uint8_t* img = stbi_load(  "data/ch2_sample3_STB.jpg", &w, &h, &comp, 3);


					Besides that, we can save images into various image file formats. Here is a snippet that enables you to save a screenshot from an OpenGL GLFW application:int width, height;
glfwGetFramebufferSize(window, &width, &height);
uint8_t* ptr = (uint8_t*)malloc(width * height * 4);
glReadPixels(0, 0, width, height, GL_RGBA,  GL_UNSIGNED_BYTE, ptr);
stbi_write_png(  "screenshot.png", width, height, 4, ptr, 0);
free(ptr);
Please check stb_image.h and stb_image_write.h for a list of supported file formats.


					The loaded img image can be used as an OpenGL texture in a DSA fashion, as follows:GLuint texture;
glCreateTextures(GL_TEXTURE_2D, 1, &texture);
glTextureParameteri(texture, GL_TEXTURE_MAX_LEVEL, 0);
glTextureParameteri(  texture, GL_TEXTURE_MIN_FILTER, GL_LINEAR);
glTextureParameteri(  texture, GL_TEXTURE_MAG_FILTER, GL_LINEAR);
glTextureStorage2D(texture, 1, GL_RGB8, w, h);
glPixelStorei(GL_UNPACK_ALIGNMENT, 1);
glTextureSubImage2D(texture, 0, 0, 0, w, h, GL_RGB,  GL_UNSIGNED_BYTE, img);
glBindTextures(0, 1, &texture);


			

			Please refer to the source code in Chapter2/03_STB for a complete working example and the GLSL shader changes that are necessary to apply the texture to our cube.

			There's more...

			STB supports the loading of high-dynamic-range images in Radiance .HDR file format. Use the stbi_loadf() function to load files as floating-point images. This will preserve the full dynamic range of the image and will be useful to load high-dynamic-range light probes for physically-based lighting in the Chapter 6, Physically Based Rendering Using the glTF2 Shading Model.

			Rendering a basic UI with Dear ImGui

			Graphical applications require some sort of UI. The interactive UI can be used to debug real-time applications and create powerful productivity and visualization tools. Dear ImGui is a fast, portable, API-agnostic immediate-mode GUI library for C++ developed by Omar Cornut (https://github.com/ocornut/imgui):

			Dear ImGui is designed to enable fast iterations and to empower programmers to create content creation tools and visualization/debug tools (as opposed to UI for the average end user). It favors simplicity and productivity toward this goal and lacks certain features normally found in more high-level libraries. Dear ImGui is particularly suited to integration in game engines (for tooling), real-time 3D applications, full-screen applications, embedded applications, or any applications on gaming consoles where operating system features can be non-standard.

			The ImGui library provides numerous comprehensive examples that explain how to make a GUI renderer for different APIs, including a 700-line code example using OpenGL 3 and GLFW (imgui/examples/imgui_impl_opengl3.cpp). In this recipe, we will demonstrate how to make a minimalistic ImGui renderer in 200 lines of code using OpenGL 4.6. This is not feature-complete, but it can serve as a good starting point for those who want to integrate ImGui into their own modern graphical applications.

			Getting ready

			Our example is based on ImGui version v1.83. Here is a JSON snippet for our Bootstrap script so that you can download the library:

			{

			  "name": "imgui",

			  "source": {

			    "type": "git",

			    "url": "https://github.com/ocornut/imgui.git",

			    "revision" : "v1.83"

			  }

			}

			The full source code can be found in Chapter2/04_ImGui.

			How to do it...

			Let's start by setting up the vertex arrays, buffers, and shaders that are necessary to render our UI. Perform the following steps:

			
					To render geometry data coming from ImGui, we need a VAO with vertex and index buffers. We will use an upper limit of 256 kilobytes for the indices and vertices data:GLuint VAO;
glCreateVertexArrays(1, &VAO);
GLuint handleVBO;
glCreateBuffers(1, &handleVBO);
glNamedBufferStorage(handleVBO, 256 * 1024, nullptr,  GL_DYNAMIC_STORAGE_BIT);
GLuint handleElements;
glCreateBuffers(1, &handleElements);
glNamedBufferStorage(handleElements, 256 * 1024,  nullptr, GL_DYNAMIC_STORAGE_BIT);


					The geometry data consist of 2D vertex positions, texture coordinates, and RGBA colors, so we should configure the vertex attributes as follows:glVertexArrayElementBuffer(VAO, handleElements);
glVertexArrayVertexBuffer(  VAO, 0, handleVBO, 0, sizeof(ImDrawVert));
glEnableVertexArrayAttrib(VAO, 0);
glEnableVertexArrayAttrib(VAO, 1);
glEnableVertexArrayAttrib(VAO, 2);
The ImDrawVert structure is a part of ImGui, which is declared as follows:
struct ImDrawVert {
  ImVec2 pos;
  ImVec2 uv;
  ImU32  col;
};


					Vertex attributes corresponding to the positions, texture coordinates, and colors are stored in an interleaved format and should be set up like this:glVertexArrayAttribFormat(  VAO, 0, 2, GL_FLOAT, GL_FALSE,   IM_OFFSETOF(ImDrawVert, pos));
glVertexArrayAttribFormat(  VAO, 1, 2, GL_FLOAT, GL_FALSE,  IM_OFFSETOF(ImDrawVert, uv));
glVertexArrayAttribFormat(  VAO, 2, 4, GL_UNSIGNED_BYTE, GL_TRUE,  IM_OFFSETOF(ImDrawVert, col));
The IM_OFFSETOF() macro is a part of ImGui, too. It is used to calculate the offset of member fields inside the ImDrawVert structure. The macro definition itself is quite verbose and platform-dependent. Please refer to imgui/imgui.h for implementation details.


					The final touch to the VAO is to tell OpenGL that every vertex stream should be read from the same buffer bound to the binding point with an index of 0:glVertexArrayAttribBinding(VAO, 0, 0);
glVertexArrayAttribBinding(VAO, 1, 0);
glVertexArrayAttribBinding(VAO, 2, 0);
glBindVertexArray(VAO);


					Now, let's take a quick look at the shaders that are used to render our UI. The vertex shader looks similar to the following code block. The PerFrameData structure in the shader corresponds to the similar structure of the C++ code:const GLchar* shaderCodeVertex = R"(
  #version 460 core
  layout (location = 0) in vec2 Position;
  layout (location = 1) in vec2 UV;
  layout (location = 2) in vec4 Color;
  layout (std140, binding = 0) uniform PerFrameData
  {
     uniform mat4 MVP;
  };
  out vec2 Frag_UV;
  out vec4 Frag_Color;
  void main()
  {
     Frag_UV = UV;
     Frag_Color = Color;
     gl_Position = MVP * vec4(Position.xy,0,1);
  }
)";


					The fragment shader simply modulates the vertex color with a texture. It should appear as follows:const GLchar* shaderCodeFragment = R"(
  #version 460 core
  in vec2 Frag_UV;
  in vec4 Frag_Color;
  layout (binding = 0) uniform sampler2D Texture;
  layout (location = 0) out vec4 out_Color;
  void main() {
     out_Color = Frag_Color * texture(       Texture, Frag_UV.st);
  }
)";


					The vertex and fragment shaders are compiled and linked in a similar way to the Using the GLFW library recipe, so some parts of the code here have been skipped for the sake of brevity. Please refer to the source code bundle for the complete example:const GLuint handleVertex =  glCreateShader(GL_VERTEX_SHADER);...
const GLuint handleFragment =  glCreateShader(GL_FRAGMENT_SHADER);... 
const GLuint program = glCreateProgram();...
glUseProgram(program);


			

			These were the necessary steps to set up vertex arrays, buffers, and shaders for UI rendering. There are still some initialization steps that need to be done for ImGui itself before we can render anything. Follow these steps:

			
					Let's set up the data structures that are needed to sustain an ImGui context:ImGui::CreateContext();
ImGuiIO& io = ImGui::GetIO();


					Since we are using glDrawElementsBaseVertex() for rendering, which has a vertex offset parameter of baseVertex, we can tell ImGui to output meshes with more than 65535 vertices that can be indexed with 16-bit indices. This is generally good for performance, as it allows you to render the UI with fewer buffer updates:io.BackendFlags |=  ImGuiBackendFlags_RendererHasVtxOffset;


					Now, let's build a texture atlas that will be used for font rendering. ImGui will take care of the .ttf font loading and create a font atlas bitmap, which we can use as an OpenGL texture:ImFontConfig cfg = ImFontConfig();


					Tell ImGui that we are going to manage the memory ourselves:cfg.FontDataOwnedByAtlas = false;


					Brighten up the font a little bit (the default value is 1.0f). Brightening up small fonts is a good trick you can use to make them more readable:Cfg.RasterizerMultiply = 1.5f;


					Calculate the pixel height of the font. We take our default window height of 768 and divide it by the desired number of text lines to be fit in the window:cfg.SizePixels = 768.0f / 32.0f;


					Align every glyph to the pixel boundary and rasterize them at a higher quality for sub-pixel positioning. This will improve the appearance of the text on the screen:cfg.PixelSnapH = true;
cfg.OversampleH = 4;
cfg.OversampleV = 4;


					And, finally, load a .ttf font from a file:ImFont* Font = io.Fonts->AddFontFromFileTTF(  "data/OpenSans-Light.ttf", cfg.SizePixels, &cfg);


			

			Now, when the ImGui context initialization is complete, we should take the font atlas bitmap created by ImGui and use it to create an OpenGL texture:

			
					First, let's take the font atlas bitmap data from ImGui in 32-bit RGBA format and upload it to OpenGL:unsigned char* pixels = nullptr;
int width, height;
io.Fonts->GetTexDataAsRGBA32(  &pixels, &width, &height);
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Triangles: 3858088
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Updated: 2019-05-07
License: CC-BY 4.0

© 2017 Amazon Lumberyard

Amazon Lumberyard Bistro

Created by Amazon Lumberyard for a 2017 GDC demo. Released publicly in the NVIDIA
ORCA collection. The exterior contains 2,837,181 triangles and 2,910,304 vertices. The
interior contains 1,020,907 triangles and 762,263 vertices.

This version has some manually remastered materials by Morgan McGuire to correct
for limitations of the original OBJ export from Lumberyard, and it was split across
multiple zipfiles to make downloading easier.Unzip each file into a directory of the
same name or load the compressed files directly using the G3D Innovation Engine.

Cite this model as:

@misc{ORCAAmazonBistro,
title = {Amazon Lumberyard Bistro, Open Research Content Archive (ORCA)},
author = {Amazon Lumberyard},
year = {2017},
month = {July},
note = {\small \texttt{http://developer.nvidia.com/orca/amazon-lumberyard-bistro}},

url = {http://developer.nvidia.com/orca/amazon-lumberyard-bistro}
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Installs pip, which can download and install other Python packages.

ta/tk and IDLE
Installs tkinter and the IDLE development environment.

Python test suite
Installs the standard lbrary test suite.

Py launcher
Installs the global ‘py’ launcher to make it easier to start Python.
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